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What is in this guide

This user guide gives you step-by-step
instructions on how to setup and use
the StorView Storage Management RAID
Module software. This manual supports
the RAID and Expansion enclosure stor-
age systems listed in the Related Docu-
mentation section.

Who should use this guide

This user guide assumes that you have a
working knowledge of storage appliance
products. If you do not have these skills,
or are not confident with the instructions
in this guide, do not proceed with the in-
stallation.
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1. Introduction

1.1. Overview

StorView® Storage Management software is a full-featured graphi-
cal HTML-based software suite designed to configure, manage, and
monitor storage subsystems. This user guide supports the RAID Mod-
ule of StorView.

The RAID Module provides an extensive set of configuration and
management tools. StorView’s RAID Module is available in two
versions: host-based and embedded. The host-based version s in-
stalled on the host computer system, while the embedded version is
located in the RAID Controller firmware.

StorView's server component discovers storage solutions, manages
and distributes message logs, and communicates with other server
components installed on the same local network and external subnet
networks. StorView has an HTML-based front end, accessed with a
web browser, and provides the interface to the end user.

StorView incorporates web server software as part of the installa-
tion, Apache 2.0, which provides the interface between the server
component and HTML interface. During installation the web server
is automatically configured and requires no further management.
The installation of the web server software is self contained and will
not conflict with other web server software currently installed on your
system.The license agreement is found in the preface section of the
StorView Storage Management Software Installation Guide.

1.2. Inter-Server Communication

1.2.1. Multicast

StorView's server component uses multicasting technology to pro-
vide inter-server communication with other servers when the Global
Access license is installed. During the server's initial start-up, it per-
forms a multicast registration using the default multicast IP address
of 225.0.0.225 on port 9191. Once registration is complete, the
server is able to receive all packets sent to the multicast address.

All packets sent to the multicast address will remain in the local
network, unless an explicit server IP address outside the subnet is
added in the “Inter-Server Communication” Explicit StorView Server
IPs Preference Seftings. The inter-server communication abilities pro-
vide StorView with remote monitoring of other installations of Stor-
View and their monitored storage systems.

StorView has the ability to communicate with any StorView instal-
lation on the local network. These other StorView server’s are dis-
played on the Main screen and are listed under the “Other Servers”
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section. They display the IP address, name, and an overall status of
that server’s monitored storage solution. They indicate the status of
a monitored server storage solution, by the server icon changing to
one of a few different states, refer to section 2.1.4. Server Sidebar
and Top Section.

Each server sends a “check-in” packet in 10 second intervals. Once
an initial check-in packet is received, all StorView servers will know
the existence of the other servers. If a server fails to send three check-
in packets, the other servers will mark that server as “missing.” This
is indicated by a white “Server” icon displayed on the Main screen
under the “Other Servers” section.

When the server service that “owns” the monitored storage solution
is down for any reason and three check-in packets are not received,
the monitoring will automatically be transferred to another StorView
server.

1.3. License Manager

StorView has two different licenses, an Access License and the Fea-
ture License.

1.3.1. Access License Limits

The StorView Access License has different limits for each of the two
RAID module versions of StorView. The host-based version has Local
Access and Global Access, and the embedded version has Remote
Access and Global Access. Refer to section 4.2. Upgrading the Ac-
cess License.

The Local Access is the default license of the host-based software. It
provides the basic control, management and monitoring of the lo-
cally attached storage solution.

The Remote Access is the default license included with the embed-
ded version. It provides the same functions as the Local Access li-
cense except it also provides support for server failover and remote
login. Remote Access does not support features such as E-Mail no-
tices, SYSLOG, and SNMP, however it does offer an upgrade path
to the Global Access license.

The Global Access license is offered through a licensing program.
Global Access provides the capabilities of the Local Access plus re-
mote functions like login, configuration, monitoring, and alert notifi-
cations via E-Mail, SYSLOG and SNMP. With Global’s remote login
and management, the user
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can focus or log-in to a different storage solution that is not locally
attached to the host, this allows you to manage and monitor other
remote solutions from just one location.

1.3.2.

The Feature License enables the full use of the SAN LUN Mapping
feature and/or the Snapshot feature that are incorporated into the

Feature License

RAID Controller firmware. To access the License Information, click
the Controller icon on the Main screen and then click the LICENSE
INFORMATION button at the bottom of the Controller Information
window.

The RAID Controller is provided with a 15 day grace period license
for users that upgrade from a previous version and had a valid con-
figuration. This time period allows the user to continue operating
while they contact their provider to obtain a free unlimited license as
part of the upgrade.

For new users, you may purchase a full unlimited license. During the
grace period you will receive a daily reminder of the number of days
remaining on the grace period in the SAN LUN Mapping window
and through an event.

If, for some reason you allow the grace period to expire, your SAN
LUN Mappings will be retained and protected until you enter a valid
license key which will restore access to the mapped drives.

A limited Snapshot license is also included with the RAID Controller
which allows for one Overwrite Data Area (ODA) to be created and
four Snapshots per logical drive.

You can purchase a full Snapshot license which provides up to 256
Overwrite Data Areas (ODASs) to be created and up to 64 Snapshots
for each of the logical drives until a maximum of 512 snapshots
are created. You can setup and configure a variety of combinations
depending upon your storage needs.

A licensing upgrade path to the maximum full Snapshot feature li-
cense is provided from the License Information screen by submitting
a license key for a full license or by attempting to exceed the limited
license, see Fig. 06.

If you intend to use the Snapshot feature and choose to have access
to the ODA logical drive from your operating system or VSS, you
must SAN LUN Map the logical drive. Therefore, you will need a
combined Snapshot license and a SAN LUN Mapping license.

To upgrade, you will need to provide your Configuration WWN to
obtain a license key. The Configuration WWN is displayed in the
License Information window.

Introduction

St View

Controller Time :

Operations

- Status Left Contralier (C0)
Z Controller: ok
| Battery : 1Ok
O Hardware/Firmware
= 12MB
g Firmware Version : 3.7 Build 0002
:E| CPLD Version : 04
= Boot PROM Version : 0022
9 Actual WWN : 20000050CC2001C2
e Configuration
Configuration WWN : 20000050CC2001C2
Left Pord{P0) : Up (2 Gbit, ID: )
Right Port{P1} Up (2 Gbit, ID: 5}

Tue 27 Jan 2009 11:10FM

RESET I SHUTDOVUN I

UPDATE CONTROLLER A

CONTROLLER

Right Controller (C1)
MoK
10K

B00MHz/512MB
2.7 Build 0002
04
0022
20000050CC2020C2

20000050CC2001C2
Up (2 Ghit, ID: 4)
Up (2 Gbit, D 5}

Tua 27 Jan 2008 11:10PM

RESET SHUTDOWH

UPDATE EXPANSION FAnt

EXPORT LOGS

CLEAR LOGS

STHCHRONIZE TIME

DIAGNOSTICS DUMP

LICENSE INFORMATION

License Information

Below is your Featured License Information:

“fou may change your featured license key by typing it below and elicking "Submit License Key".

Curtent License Key

Configuration N

Snapshot License Information

Licensed Number of Dvenwrite Data Areas (ODAS) [Max: 256]

Licensed Number of Snapshots per Logical Drive [hax: 64]

Licensed Mumber of Controllers [Max: 2]

Evaluation Days Remaining

Evaluation Days Remaining

SAHN Mapping License Information

License Key

/A

20000050CC203630

1
4
2z

Unlimited

Submit License Key I




LaCie StorView Storage Management Software

The following illustration provides an explanation of the fields of the
licensing Information window.

The first two items display the License Key, if a license key has
been entered and accepted, and the Configuration WWN (used
to create the license key). It is recommended to make a written
record of the License Key and Configuration WWN.

Snapshot License Information section displays two possible li-
cense options, both will indicate “unlimited.” One set of values
represents the default limited license which provides for one
ODA, four snapshots and the number of controllers that can be
snapshotted (1 or 2). The other set of values represents a full un-
limited license which provides for 256 ODAs with 64 snapshots
per logical drive up to a maximum of a total of 512 snapshots
and the number of controllers that can be snapshotted.

In the SAN LUN Mapping License Information section displays the
number of days remaining on the 15 day grace period license. An
event will occur each day redundantly warning about the remaining
number of days. For those who purchased a full license, or those
who upgraded, you will see “Unlimited.”

To activate a feature license:

Enter the license key and click the Submit License Key button. The
current license key will be displayed (Fig. 05).

Feature Licerse Key
Configuration WWN used
far Licansa Koy N
.\ Betowte your FeutradLicanes idormatin:
TS PR o S abated eanat by by i s dd b b i Ky
] St s by RN LW N CERPE UL AL
Humber of ODAS allowsd Cantrpuuaton W a0o00080cC200C
Number of Snapshats i
alkowed per Logical Drive e 1 . "
g2 Lirssnd Mmbar o4 Earbrtan Mhae 2] 2
Mumber of Controller's | Bustuston Das Ramaining Ui
Licensed lo use Snapshet " L
- SAN LUN Mapping Licensa Information
Indicates the number o —
of dinys remaining an
e, race e, Licersa ey | Subentt Licenwa Key
(Unlimites indicates a full koansa. )
License Information
Below is your Featured License Information:
“You may change your featured license key by typing it below and clicking "Submit License Key".

Current License Key HNi&
Configuration WnirN Z0000050CE203630
Snapshot License Information
Licansed Number of Dwenwite Data Areas (ODAS) [Max: 256] 1
Licensed Number of Snapshots per Logical Drive [hax: 5] 4
Licensed Number of Cantrollzes [ 2] z
Evaluation Days Remaining Unlimited
SAMN Mapping License Information
Evaluation Days Remaining Expired

License Key | Submit License Key

License Information

Below is your Featured License Information:

“fou may change your featured license key by typing it below and elicking "Submit License Key"

Current License Key 26MWOCRMMR REMBRUY N C6 R P2 2hM23 B bbb A5
Canfiguration WAirN 20000060 CC203630

Snapshot License Information

Licensed Number of Owenwite Data Areas (ODAS) [Max: 256] 266
Licensed Number of Snapshols per Logical Drive [Max 64] 64
Licensed Number of Controllers [Max: 2] z
Evaluation Days Remaining Unlimited

SAH Mapping License Information

Evaluation Days Remaining Unlimited

License Key Submit License Key
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If you aftempt to exceed the limited Snapshot license, you will re-

ceive the message in Fig. 06. License Exceeded

You have reached the limit for licensed ODAs!

You will have the option to upgrade the Limited Snapshot license i ik R e Thoka by etliking Hia "Ubigeiice: s butiors

from that screen. Click the “UPGRADE LICENSE” button and enter below.

a new license key to enable the maximum license. You may also

upgrade the license at any time by clicking the Controller icon and Hesed M mbes o tneis sl e el iy
Cumant Number of Ovensrite Data Areas [ODAs) 1

then the LICENSE INFORMATION button (See Fig. 06).

UFPGRADE LICENSE CANCEL
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2. Quick Tour

2.1. The Work Area

The StorView work area consists of the Main screen and its dia-
log windows for performing specific functions. On the Main screen
you will find the Toolbar, sections for Arrays and Logical Drives, an
Enclosure section and a Server section. Through the use of interac-
tive components, animated icons, and mouse over information an
intuitive, easy-to-use approach is provided to manage your storage
solution.

Primary configuration functions include creating disk arrays, logical
drives, LUN mapping and assignment of spare drives.

You also have access to advanced features that allow for array and
logical drive expansion, optimizing controller parameters, rebuild-
ing arrays, managing E-Mail notices of events, SYSLOG, and SNMP
traps, reviewing event logs, and analyzing system statistics.

)

St--1View*

Tecewwrcar] v | asr |

D i 2w
privn
163 5.4 308

Loe8 Iﬂl{m mtn‘ll
. ye—

Configu ation

Create Array

Create Logical Drive AA LUN Magping | \ View Statistics  \_Advanced Settings

SILE e BREL  EET R BN

vﬂﬂﬂm’cur

Configuration

/
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2.1.1. Tool Bar

These icon buttons appear at the top of the work area and define the

tool bar section of the work area. They provide a one click access

to primary functions.

NOTE: Throughout the interface, holding the mouse pointer over

an icon will display a pop-up window with information specific to

the object.
Button Description
Create Array This button will open the Create Array

Create Logical Drive

SAN Mapping

Logical Drive Statistics

Advanced Settings

Archive Configuration

window allowing the user to create
new disk arrays.

This button will open the Create Logi-
cal Drive window allowing the user to
configure new logical drives.

This button will open the SAN LUN
Mapping panel which allows the user
to further customize logical drive
availability.

This button opens the Statistics win-
dow.

This button opens a window from
which you may change controller
parameters.

This button will open a window from
which you may choose to save, re-
store, or clear the configuration. Note
when clearing a configuration this will
delete all arrays and logical drives,
as well as the data on those logical
drives.
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2.1.2. Enclosure Section f

This section displays the front and rear views of the RAID enclosures

SoView |

Tewsronr] wer | ssour

and expansion enclosures. me —
Ll
continued on the next page >> mensmos |
Tri GFET S RAY, TERt RN el
Ao Lo B bees () ke gt
® ai a0 Wit E o
ramars B = Dates [

 cncit na T Pyl

1o open the Drive o
& oty Animated Drive

5 [es SAS-SATA Channel Cards

-

Fig. 09 - Enclosure Section
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Enclosure Section

Description and Condition

Drive Status Icons: These icons appear on the front of the enclosure on the Main screen and provide an instant view of the status of disk

drives as well as drive location and clicking the icon will open the Drive Information window.

Array Member

Array Member - Spun down

Available

Available - Spun Down

Dedicated Spare

Dedicated Spare - Spun down

Empty
Failed
Global Hot Spare

Global Hot Spare - Spun down

Missing

Initializing

Rebuilding

Locate

Critical

Updating Firmware

LA

i

INITIALIZING

E

REELILDING

=
&

| CRITICAL

| —

LUPFDATING

Array Member - Disk drive is a member of an array.

Array Member (Spun-Down) - Disk drive is a member of an array but is
spun down under APM.

Available - Disk drive is online and available for use in an array or as a
hot spare.

Available (Spun-Down) - Disk drive is online and available for use in an
array or as a hot spare but is spun down under APM.

Dedicated Spare - Disk drive is marked as a dedicated spare to an array.
Dedicated Spare (Spun-Down) - Disk drive is marked as a dedicated
“cold” spare to an array but is spun down under APM.

Empty - Disk drive slot is empty.

Failed - Disk drive has failed.

Global Hot Spare - Disk drive is a global spare.

Global Hot Spare (Spun-Down) - Disk drive is a global “cold” spare but

is spun down under APM.

Missing - Indicates that StorView is unable to determine the Initializing -
Disk drive is a member of an array being initialized. status of the drive.

Initializing - Disk drive is a member of an array being initialized.
Rebuilding - Drive members of an array are in rebuild mode.

Locate - Clicking the “arrow” icon next to the “specific array” in the Ar-
rays section will display an “arrow” icon on all the drive members of that
array in the front enclosure view.

Critical - Drive(s) are members of a fault tolerant array and are in a non-
fault tolerant state.*

Updating Firmware - This icon will appear when the subject drive’s firm-
ware is being updated.

continued on the next page >>

*With RAID 6 disk arrays, the loss of a single drive does not place the array in a non-fault tolerant state. The drive status icon is the same for single

or dual drive failures. To verify whether the array is in a Non Fault Tolerant vs. Fault Tolerant Warning state, identify the number of drive failures

for the array. Two drive failures will put the RAID 6 array in a non fault tolerant state. Passing the mouse pointer over the status icon (yellow) will

display the array’s status, also in the Array Information screen the status is displayed.
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Failed Array Member

Failed Array Member - Spun Down

Expanding

Verifying

Unsupported

Unsupported

FAILED ARRAY

i
Az NG

Quick Tour

Failed Array Member - This icon will appear on all disk drives that are
members of an array that has failed. For example if you remove a drive
from a RAID O array or a drive in that array fails, the remaining drive
members will have this icon displayed indicating that array has failed.
If you accidentally remove the wrong drive in a critical redundant array
(RAID 5) instead of the failed drive, that array will have failed and its
member drives will have this icon displayed. Re-inserting the drive that
was accidentally removed will put the drive members back to a critical
state in which the array is being rebuilt.

Failed Array Member (Spun Down) - This disk drive is a member of an
array. It has failed and was spun down under APM.

Expanding - This icon is displayed on the drive members whose array is
expanding.
Verifying - This icon is displayed on the drive members whose array’s parity

data is being verified.

Unsupported - This icon is displayed when a drive does not match the other
drives for the array. There are two images, one is for when the drive is a
member of an array and the last one is when it is not a member of an array.

Enclosure Component Icons: The following icons appear on the Main screen in the Enclosure section. They provide an instant view of the

operating status of the enclosure components, and clicking the icons will open the Controller Information window.

RAID Controller - Normal

RAID Controller - Error

RAID Controller - Empty

1/O Module - Normal

|/O Module - Error

I/O Module - Missing

I/O Module - Empty

12big rack fiber RAID Controller -
Normal

Normal - RAID Controller is operating normally.

Error - A RAID Controller has failed in an Active-Active topology or the
backup battery has failed.

Empty - This icon represents the empty controller slot for future expansion.
A blank plate is shown.

Normal - LaCie 12big rack serial I/O Module is operating normally.

Error - The LaCie 12big rack serial I/O Module has failed.

Missing - The LaCie 12big rack serial I/O module is missing from the slot.

Empty - The LaCie 12big rack serial I/O module is removed and a blank
plate is installed.

Normal - RAID Controller is operating normally.
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Enclosure Section

12big rack fiber RAID Controller -

Error

12big rack fiber RAID Controller -

Empty
Disk I/O Module - Normal

Disk I/O Module - Error

Disk I/O Module - Missing

Disk I/O Module - Empty

Fan Icon - Normal

Fan Icon - Fan 1 failed

Fan lcon - Fan 2 failed

Failure

Power Supply Icon - Normal

Power Supply Icon - Failure

Power Supply Icon - Missing

lcon

AN A
PAILED:

FAILURE

B

rRLLRE

Description and Condition

Error - A RAID Controller has failed in an Active-Active topology or the
backup battery has failed.

Empty - This icon represents the empty controller slot for future expansion.
A blank plate is shown.

Normal - Disk I/O Module is operating normally. (12big rack fiber only)

Error - Disk I/O Module has failed. (12big rack fiber only)

Missing -Disk 1/O is missing from the slot. (12big rack fiber only)

Empty - Disk I/O is removed and a blank plate is installed. (12big rack
fiber only)

Normal - Both fans are operating normally.

Fan 1 Failed - One fan in the fan module has failed. The fan which failed
will be indicated on the icon.

Fan 2 Failed - One fan in the fan module has failed. The fan which failed
will be indicated on the icon.

Failure - Both fans in the fan module have failed or the cooling fan module
has been removed.

Normal gray icon indicates that the power supply is operating normally.

A red flashing icon with “Failure” displayed indicates that the subject power

supply has failed.

A solid red icon indicates that the power supply is missing.

continued on the next page >>
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Power Supply Icon - Unknown Unknown - This icon indicates the enclosure power supply information

from the SES processor or SAF-TE processes is missing or invalid.

Alarm Monitor Icon - Off This icon indicates the alarm is silent.

Alarm Monitor lcon - On This icon indicates the alarm is On (Continuous), On (Intermittent), or On

(Remind).

Alarm Monitor Icon - Mute This icon indicates the alarm is muted.

Alarm Monitor Icon - Disabled This icon indicates the alarm is disabled.

Note: Clicking the icon will open a window fo manage the alarm.

Enclosure Temp. Icons: Enclosure temperature icon is displayed just above the rear enclosure
icon and indicates the status of the enclosure temperature.

Enclosure Temp. Icon - Normal M Normal - This icon indicates that the temperature is normal. It appears
green.

proaching the established threshold.

Enclosure Temp. Icon - Failed Failed - This red icon indicates that the enclosure temperature has reached

Enclosure Temp. Icon - Warning u Warning - This yellow icon indicates that the enclosure temperature is ap-
U or exceeded the enclosure temperature threshold. (If the fans are oper-

ating normally and the air flow temperature seems normal it may be an
indication that the temperature sensor is faulty.)

Enclosure Temp. Icon - Missing ! Missing - This icon indicates that the information from the SES regarding
-I!r the sensors is invalid or missing.

Rear Enclosure Icon - 12big rack Normal - All components are operating normally.

fibre

Communication Error- The SES process has lost communication with the
enclosure, indicated by the icon becoming grey or dim. Or you have dis-
abled “Enclosure Support” in the Controller Advanced Settings window.

Rear Enclosure Icon - 12big rack Normal - All components are operating normally. (Used with 12big rack

fibre expansion fibre only)

Communication Error- The SES process has lost communication with the
enclosure, indicated by the icon becoming grey or dim. Or you have dis-
abled “Enclosure Support” in the Controller Advanced Settings window.
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2.1.3. Array and Logical Drive/Snapshot
Section

Table 03 - Array and Logical Drive/Snapshot icons

Array and Logical
Drive Section

Description and Condition

Array Status lcons: These icons are found in the Array section
and depict the current state of the specific component.

Status is ok.

. Green (Normal)

Indicates a drive component in a
RAID 1, 10, 5, 6 or 50 array has
failed and the array is no longer fault
tolerant, or the array is in a rebuild
cycle.

._.! Yellow (Warning)

For RAID 6 arrays, it indicates 1 or 2
drives have failed. See Drive Status
lcon “Critical” state.

Indicates an array is invalid or offline
due to an error:

. Red (Error)

RAID O = One drive has failed.

RAID 1/10 = Two drives have failed
from the same pair.

RAID 5 = Two drives have failed.
RAID 6 = Three drives have failed.

RAID 50 = Two drives have failed
within the same sub-array.

Logical Drive Status Icons: These icons are found in the Logi-
cal Drive section and depict the current state of the specific
component.

Status is ok.

. Green (Normal)

Yellow - Indicates the logical drive is

'_I Yellow (Warning) part of an array that is degraded.

For logical drives consisting of RAID 6
arrays, it indicates 1 or 2 drives have
failed. See Drive Status Icon “Critical”
state.

continued on the next page >>
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Fig. 10 - Array and Logical Drive Section
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Array and Logical
Drive Section

. Red (Error)

Description and Condition

Red - Indicates the logical drive is part
of an array which is invalid or offline,

RAID O = One drive has failed.

RAID 1/10 = Two drives have failed

from the same pair.
RAID 5 = Two drives have failed.
RAID 6 = Three drives have failed.

RAID 50 = Two drives have failed in
the same sub-array.

ODA Status Icons: This icon is found in the Logical Drive sec-

tion adjacent to the Snapshot enabled logical drive and depicts

it's current state.

During a Snapback operations, a status bar displaying the per-
cent complete will appear under the Logical Drive icon.

Normal
H Warning

Failed

ODA is OK.

ODA is reaching capacity. Free up
ODA space by deleting unneeded
snapshots. A warning will appear
when a minimum amount of space
remains on the ODA. The specific
amount is dependant on the size of
the ODA.

The ODA has run out of space. All
snapshots are invalid. In order to re-
sume operations, delete all snapshots.

m Trusted Array Icon: This icon is found in the Array section,
adjacent to a disk array. It indicates that the array has been

trusted.

NOTE: At the top of the Arrays, Logical Drives and Snapshot sec-
tion are values displayed in parenthesis next to each title. The value

indicates the total number of Arrays for the storage solution, Logical

Drives for the storage solution and total number of Snapshots taken

for the storage solution.
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2.1.4. Serv